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Creando una alarma de facturación (“billing alarm”) 

En primer lugar, he activado las preferencias de alerta. Para ello, abro la consola de AWS Billing en 
https://console.aws.amazon.com/billing/. Me he metido en el apartado de “Preferencias de 
facturación” y edito las preferencias de alerta poniendo mi correo y activándolas. 

 

Para crear una alarma de facturación en primer lugar hay que acceder a la consola de CloudWatch 
y darle a crear alarmas. Hay que elegir una métrica, en mi caso la métrica será Total Estimated 
Charge (Cargo total estimado). En caso de no aparecer (mi caso), cambiar la región a Virginia del 
Norte. 

 

He seleccione la casilla de la métrica EstimatedCharges y, a continuación, elijo Select metric 
(Seleccionar métrica). En Statistic (Estadística), elijo Maximum (Máximo). En Period (Período), 
selecciono 6 hours (6 horas). En Threshold type (Tipo de umbral), elijo Static (Estático). En 
Whenever EstimatedCharges is . . . (Siempre que EstimatedCharges sea...), elijo Greater (Mayor). 
Defino el valor que deseo que haga activar la alarma en 1 USD. Es decir, si se me va a cobrar más de 
1 USD se me avisará por correo. Los valores métricos de EstimatedCharges están expresados 
únicamente en dólares estadounidenses (USD) y Amazon Services LLC se encarga de la conversión 
de divisas. 
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En “Notificación” selecciono “En alarma”. A continuación, especifico el tema de Amazon SNS con el 
que se me notificará cuando mi alarma se encuentre en el estado ALARM. 

Se puede seleccionar un tema de Amazon SNS existente, crear un tema de Amazon SNS nuevo o 
elegir un ARN de tema para notificar a otra cuenta. 
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Una vez creada la alarma de facturación es momento de empezar a trabajar. En primer lugar, voy a 
lanzar una instancia. He accedido al panel de EC2 y cambiado la región a Europa (Irlanda). 

 

 

Ahora voy a lanzar una instancia, para ello, pulso en el botón “Lanzar la instancia”. He seleccionado 
una AMI correspondiente a un servidor Ubuntu con tipo de virtualización “hvm”. Además, he 
seleccionado el tipo de instancia t2.micro. 

A
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Una vez hecho esto, tengo que crear un par de claves pública- privada para conectarme de forma 
encriptada mediante SSH con el servidor. Es importante guardar el archivo con la clave privada en 
el directorio de trabajo. Será necesaria siempre que haya que conectarse a las instancias que se 
desplieguen en AWS. 
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Ahora crearé un grupo de seguridad. Este grupo por defecto tendrá una regla para permitir 
conectarse por SSH al servidor, a través del puerto 22, desde cualquier IP. Además, también tendrá 
una regla “Custom TCP rule” para permitir acceso TCP al puerto 80 del servidor (http) desde 
cualquier IP. 

Atención: Esta configuración es insegura y solo se usará para esta práctica. Normalmente, para un 
servicio permanente se recomienda permitir sólo el acceso mediante SSH a una única IP conocida. 

 

 

Procedo a lanzar la instancia.  
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Accediendo a los datos de la instancia obtengo el nombre público DNS de la instancia que es:     
ec2-54-154-147-244.eu-west-1.compute.amazonaws.com 

A continuación, voy a conectarme a la instancia mediante SSH. Para ello pulso en el botón 
“Conectarse a una instancia” y le doy a conectar. 

 

 

Como podemos ver, ya estamos en una máquina virtual con sistema operativo Linux. 
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¿Sobre qué tipo de hipervisor corre la máquina virtual?  

Hypervisor detected: Xen HVM 

Xen version 4.11. 
Encontrado con el comando sudo dmesg 

¿Sobre qué modelo de procesador se ejecuta?  

model name : Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz 

----------------------------------------------------------------------------- 

*-cpu 

          product: Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz 

          vendor: Intel Corp. 

          physical id: 1 

          bus info: cpu@0 

          version: 6.79.1 

          width: 64 bits 

          capabilities: fpu fpu_exception wp vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca 
cmov pat pse36 clflush mmx fxsr sse sse2 ht syscall nx rdtscp x86-64 constant_tsc rep_good nopl 
xtopology cpuid tsc_known_freq pni pclmulqdq ssse3 fma cx16 pcid sse4_1 sse4_2 x2apic movbe 
popcnt tsc_deadline_timer aes xsave avx f16c rdrand hypervisor lahf_lm abm cpuid_fault 
invpcid_single pti fsgsbase bmi1 avx2 smep bmi2 erms invpcid xsaveopt 

          configuration: microcode=184549440 

 

Lo he encontrado tanto con el comando less /proc/cpuinfo como con el comando lshw 

¿Cuántos núcleos utiliza? 

cpu cores       : 1 

Encontrado con el comando cat /proc/cpuinfo | grep "cpu cores" 

----------------------------------------------------------------------------------------------------------------------------- ------- 

A continuación, voy a instalar el servidor apache mediante el comando sudo apt-get install 
apache2, pero antes es necesario ejecutar el comando sudo apt-get update para actualizar los 
paquetes. 

Una vez instalado satisfactoriamente, cambio el nombre del archivo de página web por defecto de 
Ubuntu con el comando: 
cd /var/www/html  
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sudo mv index.html index-ant.html 

A continuación, voy a crear una pequeña página web. Para ello modifico el archivo html con editor 
index-ant.html. De primeras no tengo permisos para modificar el archivo (solucionado con sudo 
chmod -R 777 /var/www/html). 

 

Ahora voy a transferir la página web que he creado al directorio base del usuario por defecto de la 
instancia EC2 de AWS. 

 

No he encontrado la manera de pasar el archivo local a la mv mediante comandos así que usaré 
PuTTy. 

En primer lugar, convierto mi clave .pem privada a .ppk usando PuTTYgen. 
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Una vez realizado esto, la clave privada ahora tiene el formato correcto para usar con PuTTY. Ahora 
me puedo conectar a mi instancia utilizando el cliente SSH de PuTTY. 

Tras configurar todo dentro de PluTTy le doy a abrir y se abre una terminal que me permitirá pasar 
archivos desde la máquina local a la MV. 

 

 

Como no pude tampoco desde la terminal descargué la interfaz de usuario WinSCP y así conseguí 
meter el archivo en MV. 
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Una vez terminado este proceso, introduzco el nombre público de DNS de mi instancia como URL 
en el navegador.  

 

Se obtiene como resultado la página web. 

He creado otra instancia exactamente igual a la anterior. 

 

Podremos monitorizar los recursos de EC2 actualmente activos desde la consola de EC2. 
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------------------------------------------------------------------------------------------------------------------------------------ 

Ahora voy a crear un balanceador de cargas que distribuya las peticiones a los dos servidores web 
creados. Para ello, en el menú izquierdo de la consola de EC2, pulsaremos en “Balanceadores de 
carga”. Dentro pulsaremos en crear balanceador de carga. 

 

Entre las diferentes opciones de balanceadores de carga, la que utilizaremos es el balanceador de 
cargas de aplicaciones. 

En primer lugar, he creado un grupo destino con las dos instancias a las que voy a aplicarles el 
balanceador de cargas. Justo después al grupo le he asociado un nuevo balanceador de cargas. 

 

En el asistente para la creación de un balanceador de carga, dejo los ajustes por defecto excepto 
los siguientes: Le he añadido el nombre “balanceador” al balanceador de cargas, he asignado el 
balanceador de carga al mismo grupo de seguridad que creé para las instancias anteriormente 
(para que se le apliquen las mismas reglas de acceso que a los servidores web), como chequeo de 
salud he elegido hacer Ping mediante el protocolo TCP en el puerto 80 y he añadido al grupo 
destino el grupo creado anteriormente con las dos instancias. 
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Finalmente, le damos a crear balanceador de cargas. 

 

Como podemos ver, el balanceador de cargas se ha creado satisfactoriamente. Tardará varios 
minutos en aprovisionarse y una vez Activo podremos comprobar que todo esté funcionando 
correctamente.  

Al igual que en las instancias, los balanceadores de cargas también podrán monitorizarse 
seleccionando “Balanceadores de carga” en el menú izquierdo de EC2.  

 

 

A continuación, voy a abrir el navegador y colocar como URL el DNS del balanceador de cargas. 
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Como se puede observar el balanceador de cargas funciona correctamente, ya que cuando pulso 
repetidas veces en recargar la página cambia de instancia. 

Las direcciones IP asignadas a las instancias activas son IP dinámicas. Cambian cada vez que la 
máquina se reinicia. 

Para añadir una dirección IP fija a los servidores web, pulso en primer lugar “Direcciones IP 
elásticas” en el menú izquierdo de la consola de EC2. A continuación pulso sobre “Asignar la 
dirección IP elática”. Aparecerá un formulario de creación en el que he dejado todo por defecto. 

 

 

Una vez creada, aparece en la consola la nueva IP asignada. Para asociarle una instancia deberemos 
pulsar la IP, irnos a acciones y darle a asociar dirección IP elástica. 

 

Asignaremos la instancia que hemos creado y repetiremos estos pasos para ambos servidores. 
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Para comprobar que todo se ha hecho de la manera correspondiente, colocaremos la IP asignada 
en el navegador. 

 

Igual con el otro servidor: 
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Para terminar, cerraremos y eliminaremos todos los recursos creados. Dentro del apartados 
recursos de la consola EC2 aparecerán todos los recursos activos. 

 

 


